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We perform the calculation a third time using DT̄A at all locations
and times of year. In this case, the result for 1990–2100 for SUL is
109 mm, GHG 149 mm, almost 20% less in each case than from the
first method. This is because DT̄A is less than the local temperature
change for most glaciers, as the warming is generally larger over land
than sea, and is greater in northern high latitudes.

Most of the water on land resides in the Greenland and Antarctic
ice sheets, but the uncertainty about their state of mass balance is as
large as the current observed rate of sea-level rise. However, it is
relevant to consider the perturbations that might arise from
anthropogenic climate change.

The Greenland ice sheet is similar to other high-latitude ice caps
in that increased ablation will be the dominant effect of climate
change on the mass balance. Therefore we extend the glacier model
by defining four additional regions to cover Greenland, correspond-
ing to different climate regimes13. They give a total sea-level rise of
76 mm for 1990–2100 in SUL, 93 mm in GHG. This is only about
half the size of the glacier melt in each case (Fig. 3), despite the vastly
greater area of the ice sheet, because its high latitude and altitude
mean that its average surface temperature will remain low.
Expressed as a temperature sensitivity, the contribution from
Greenland to sea-level rise is 0.35 mm yr−1 K−1 in SUL and
0.30 mm yr−1 K−1 in GHG. Various other estimates1 have been
made of this sensitivity, mostly lying within a range of
0:30 6 0:15 mm yr 2 1 K 2 1, an uncertainty of 50%. As with moun-
tain glaciers, we find that the total is increased by the use of DTA, but
reduced with DT̄A.

The Antarctic ice sheet experiences little ablation in either the
current or future climates. Accumulation is mainly balanced by
calving of icebergs, at a rate which is unlikely to change substantially
over the next century, because it responds on the long timescale of
ice-sheet dynamics. But precipitation over Antarctica apparently
increases strongly with temperature, so climate change in Antarctica
will make a negative contribution to sea level, as a consequence of
the greater accumulation which will occur in a warmer climate. The
sensitivity has been estimated1 as 2 0:30 6 0:15 mm yr 2 1 K 2 1,
which would result in a sea-level fall of 79 mm over 1990–2100
with the temperature changes predicted by SUL, roughly cancelling
the contribution from Greenland, as other studies have also
suggested14. M
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Motion of the Earth’s pole of rotation relative to its crust,
commonly referred to as polar motion, can be excited by a variety
of geophysical mechanisms1. In particular, changes in atmos-
pheric wind and mass fields have been linked to polar motion
over a wide range of timescales, but substantial discrepancies
remain between the atmospheric and geodetic observations1–4.
Here we present results from a nearly global ocean model which
indicate that oceanic circulation and mass-field variability play
important roles in the excitation of seasonal to fortnightly polar
motion. The joint oceanic and atmospheric excitation provides a
better agreement with the observed polar motion than atmos-
pheric excitation alone. Geodetic measurements may therefore be
used to provide a global consistency check on the quality of
simulated large-scale oceanic fields.

Measurements collected through a variety of observational tech-
niques have firmly established the existence of a wide spectrum of
variability in the motion of the Earth’s pole. Our planet as a whole
conserves its angular momentum except for the known effects of
external torques associated with lunisolar tides. Thus, the observed
variability in polar motion, measured in the reference frame of the
crust and mantle to which instruments are attached, results from
angular-momentum exchanges between the mantle and the other
main components of the Earth’s dynamic system, including the
atmosphere and the oceans. The changes in the angular momentum
of the last two components may be associated with changes in either
their mass fields, hence altering their moments of inertia, or their
motion fields relative to the crust. Relevant for polar motion are the
changes in the angular-momentum components about the two
equatorial axes5—conventionally taken to point towards the Green-
wich and 908 E meridians.

Taking advantage of the quality of available atmospheric opera-
tional analysis systems—which involve the combination of global
atmospheric data sets and state-of-the-art numerical models to
achieve an optimal estimation of the three-dimensional atmos-
pheric state every 6 or 12 hours—a number of studies1–4 have
established a clear relation between variable wind and mass fields
and polar motion, for seasonal and shorter timescales. The correla-
tion between atmospheric and geodetic time series, though sig-
nificant, was however far from perfect, and most studies have
suggested the potential importance of other sources of excitation,
with the oceans being considered prime candidates.

Early attempts at determining the role of the ocean in the
excitation of seasonal polar motion6,7, based on models with
simplified dynamics, very coarse resolution, no ocean-bottom
relief, and limited geographical extent, were necessarily inconclusive
because of the nature of the simplifying modelling assumptions. In
the past decade, however, ocean modelling has progressed immen-
sely, due to improvements in model formulation, external atmos-
pheric forcing field, and computing power. Although an ocean
operational analysis system equivalent to those available for the
atmosphere has yet to be developed, several global ocean modelling
efforts are currently underway. Recently, general circulation models
based on full dynamics and thermodynamics have been reported to
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yield non-negligible signals in oceanic angular momentum about
the equatorial axes8,9, when compared to the atmosphere. Similar
results have also been obtained with a simple constant-density
ocean model10. In that study, the addition of oceanic to atmospheric
time series provided some improvement in the coherence with the
observed polar motion, mainly at submonthly timescales, but
the short extent of the period analysed (,1 year) prevented a
more general link between changes in ocean flow and mass fields
and polar motion from being established.

Here we report results from a much longer simulation covering
the period January 1985–April 1996, obtained with a new model
developed recently as a tool to study the general circulation of the
ocean. Model formulation and numerical implementation are
described in detail by Marshall et al.11. For the present purpose
the model was configured on a 18 grid with realistic topography over
the latitude range 6808, and with 20 levels in the vertical with layer
thickness ranging from 25 m at the surface to 500 m at depth12. The
model was started from the final state of a previous 3-year spin-up
run, and driven by 12-hourly wind stress fields and daily fields of
surface heat and freshwater fluxes from the National Centers for
Environmental Prediction (NCEP) for the period 1985–96. In
addition to the surface heat and freshwater fluxes, the model was
relaxed towards monthly mean sea surface temperature (SST) fields
(that served as the lower boundary condition in the NCEP analyses)
and towards monthly Levitus et al.13 salt climatology. The relaxation
coefficient was varying in space and time and represented an
estimate of the sensitivity of the surface flux to the SST14. Ice was
simulated by a thermodynamic ice model15 and biharmonic friction
was applied to the momentum equations. Forcing by barometric
pressure is not included, but for periods analysed here (longer than
10 days), the inverted barometer approximation should hold10. A
detailed description of the model solution cannot be given here, but
overall the model performs satisfactorily on the large scale when
compared to observations12,16.

To examine the effects of the ocean on polar motion excitation,
we follow the formulation of Barnes et al.5 and calculate effective
equatorial angular-momentum functions xO

1 and xO
2 (Fig. 1). Each x

includes a motion term due to changes in the velocity field (xV), and
a mass term due to changes in bottom pressure (xP ). The motion

and mass terms were evaluated for the more than 11 years of model
output, using 5-day averages of the velocity and bottom pressure
fields, respectively. Bottom pressure was calculated based on the
hydrostatic relation, using sea level and density estimated by the
model, with the sea level corrected by a spatially constant, but time-
variable, factor accounting for overall volume changes due to steric
effects17. Both variable circulation and mass fields contribute to the
oceanic excitation series, but there is more power in the pressure
terms over most frequencies (Fig. 2), particularly in xP

2, a finding
also characteristic of previous results from other models9,10.

Corresponding time series for the effective atmospheric equator-
ial angular-momentum functions, xA

1 and xA
2 , based on the NCEP/

NCAR (National Center for Atmospheric Research) reanalysis
products, were obtained from the Sub-Bureau for Atmospheric
Angular Momentum of the International Earth Rotation Service
(IERS)18. Atmospheric xV included winds integrated up to the 10-
mbar pressure level, and xP were based on the inverted barometer
approximation18, consistent with our ocean modelling assumptions.
Equivalent polar motion excitation functions, xG

1 and xG
2 , were

computed from the EOP 97 C 04 pole positions reported by IERS,
using the method of Wilson19. Five-day averaged time series were
created from the original series to be consistent with the ocean
products.

Comparison of the frequency spectra for xO and xA (Fig. 3)
indicates that, although in general weaker than the atmosphere (the
total power in xO

1 and xO
2 amounts to 70% and 32% of that in xA

1 and
xA

2 , respectively), the oceans are a non-negligible source of polar
motion over most frequency bands. Particularly important seem to
be the seasonal signals in xO

1 . Furthermore, the power density for the
combined oceanic and atmospheric time series, xO+A, is consistently
higher than xA alone across the entire spectrum (with the exception
of the seasonal band for x2) and generally closer to the observed
levels of polar motion excitation (xG). We note that for the seasonal
band in x2, atmospheric excitation is above what is observed. The
addition of the oceanic excitation decreases the seasonal x2 power
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Figure 1 Five-day averaged values of xO
1 and xO

2 for the period January 85–April 96.
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series show a rich variability over a wide range of timescales, and with no

significant long term trends. The seasonal cycle is most conspicuous in xO
2 ,
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1.
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density so that, over all bands, the power density in combined
ocean–atmosphere excitation is below xG levels. Although the
differences for each band are within the noise level, they could be
made formally significant with further averaging in frequency.
Therefore, the importance of other sources of excitation cannot
be ruled out.

Besides contributing significant power to that available from
atmospheric excitation alone, the inclusion of the oceanic series
leads to significantly improved coherence with the observed polar
motion excitation, for the frequency bands resolved (Fig. 3).
Coherence amplitudes are consistently larger in the case of the
joint atmosphere–ocean excitation, and phases are closer to zero, as
expected for an improved agreement between geophysical excita-
tion and observed polar motion. It is worth noting the case of the
seasonal band for x1, for which the addition of the oceans increases
the coherence amplitude by 0.5, bringing it above the significance
level and improving significantly the phase estimate. Overall,
the correlation coefficients increase from 0.53 and 0.60 for the
pairs (xA

1 , xG
1 ) and (xA

2 , xG
2 ) to 0.84 and 0.72 for the pairs (xO+A

1 , xG
1 )

and (xO+A
2 , xG

2 ), respectively, and the root-mean-square difference
between the paired series is reduced by ,14%.

The present data (covering .11 years) are sufficient to separate
the annual and Chandler periods (the latter is estimated1 at
433 days) using harmonic analysis, but it is still too short a record
to provide sufficient spectral resolution near those frequencies.
Nevertheless, the amplitudes and phases of the harmonics at those
periods (not shown) point to similar conclusions: the joint ocean–
atmosphere excitation compares substantially better with the
observed excitation at these periods than when only the atmosphere
is considered. Determining with more certainty whether the excita-
tion by the two geophysical fluids suffices to explain polar motion at
these specific periods will require a longer record.

Even without considering the ocean’s role, the presented coher-
ence and correlation between xA, calculated from the NCEP/NCAR
reanalysis, and xG, based on the recently created IERS data set,

represent an improvement over results from previous studies2,20,21.
The quality of the atmospheric and geodetic time series have, thus,
considerably improved in recent years. With the inclusion of the
oceanic signals, we are now approaching levels of agreement with xG

much sought over the past decade, and similar to those obtained for
the length of day22.

The ocean results reported here stem from modelling alone,
without any estimation of the ocean circulation and mass fields
by constraining the model to data. Nevertheless, the present
significant improvements in the agreement with the observed
polar motion, obtained when the simulated oceanic effects are
added to the atmospheric excitation, attest to the high quality of
the ocean model and its atmospheric surface forcing fields. The
present study thus provides an unprecedented measure of con-
sistency between three vastly different, but intimately coupled,
dynamical systems, being modelled and observed at quite different
levels of complexity. It also emphasizes the importance of the ocean
in the Earth system, and the necessity to consider the effect of the
ocean in Earth-related studies, including the planet’s angular-
momentum budget as well as fluctuations in the geoid.

Present simulations of the ocean excitation parameters are
undoubtly not free from error. Improved estimates of the oceanic
x functions are expected to come from efforts to incorporate
available oceanic data in the estimation process, which are currently
underway, as well as improvements in model physics and formula-
tion, and forcing fields16. In particular, the inclusion of pressure
forcing will probably be important10 as the scope of inquiry is
extended to weekly and daily timescales. At these periods, accurate
representation of the coupling forcing fields acting at the ocean–
atmosphere interface will be crucial. M
Received 27 June; accepted 27 October 1997.
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The African wild dog Lycaon pictus is critically endangered, with
only about 5,000 animals remaining in the wild1. Across a range of
habitats, there is a negative relationship between the densities of
wild dogs and of the spotted hyaena Crocuta crocuta2. It has been
suggested that this is because hyaenas act as ‘kleptoparasites’ and
steal food from dogs. We have now measured the daily energy
expenditure of free-ranging dogs to model the impact of klepto-
parasitism on energy balance. The daily energy expenditures of six
dogs, measured by the doubly labelled water technique, averaged
15.3 megajoules per day. We estimated that the instantaneous cost
of hunting was twenty-five times basal metabolic rate. As hunting
is energetically costly, a small loss of food to kleptoparasites has a
large impact on the amount of time that dogs must hunt to achieve
energy balance. They normally hunt for around 3.5 hours per day
but need to increase this to 12 hours if they lose 25% of their food.
This would increase their sustained metabolic scope to a physio-
logically unfeasible twelve times the basal metabolic rate. This
may explain why there are low populations of wild dogs in regions
where the risk of kleptoparasitism is high.

African wild dogs are medium-sized carnivores (weighing
,25 kg) that live in packs of 4–20 adults and their dependent
young. They feed predominantly on ungulates weighing 15–100 kg
which they hunt and kill cooperatively. The members of a pack are
normally nomadic within a large (,500 km2) home range. Wild
dogs were formerly widespread south of the Sahara, but fewer than
5,000 individuals now survive1. This serious decline in numbers has
been blamed on several factors including habitat loss, persecution
by humans3 and the transfer from domestic dogs of diseases such as
rabies4. African wild dogs, however, live at low densities even in large
areas of relatively undisturbed habitat, and their biomass is gen-
erally one to two orders of magnitude lower than that of competing
spotted hyaenas2. Across a range of habitats, there is a negative
relationship between the density of dogs and hyaenas. Where the
population density of hyaenas is high, and where visibility is good,
for example on the Serengeti plains, these animals accumulate at the
kills of dogs and reduce the dogs’ rate of food intake5,6. Hyaenas
rarely take food from dogs in heavily wooded areas such as the
Selous or Kruger Park, however7,8. It is claimed that kleptoparasitism
by hyaenas has been part responsible for the decline, or even demise,
of wild-dog populations in open habitats9.

We used the doubly labelled water (DLW) technique10 to measure
the daily energy expenditures (DEEs) of six fully grown dogs (three
males and three females) from a pack living in the southwest of the
Kruger National Park, Republic of South Africa. The pack consisted
of 5 adults, 16 yearlings aged 16 months, and 27 pups aged 3–4
months. In the Kruger National Park, dogs generally hunt early in
the morning and again towards dusk. At the time of the study, the
dogs were away from the den and hunting for a total of
207 6 15:1 min per day (mean 6 95% confidence interval (CI);
n ¼ 59 days). They spent the remainder of the day at rest. Daily
energy expenditure, measured by DLW, averaged 15.3 MJ (Table 1).
This is equivalent to a food intake of 3.5 kg of ungulate meat per day,
assuming an energy content of 5.2 MJ per kg wet weight, a digestive
efficiency of 93% and a 10% loss of energy in the urine. This figure
agrees well with field determinations of rates of food intake, which
range from 2.5 to 3.5 kg per dog7,8. The high variability in DEEs
among the six dogs probably reflects day-to-day variation in the
involvement of individuals in the group hunt. As the study pack
consisted of only 5 adults, together with 27 dependent pups and 16
yearlings who had just reached the age at which wild dogs hunt
effectively, the pack might have been hunting rather more intensely
than packs with a more favourable ratio of adults to young.

For comparison, allometric equations11 predict a DEE of 6.0 MJ
per day for a moderately active 25-kg domestic dog and 6.7 MJ per
day for a highly active individual. The field metabolic rate of a 25-kg
eutherian mammal has been predicted to be ,12.6 MJ per day12.
Measurements of food intake by working border collies13 give a
value of 8.2 MJ per day for a 25-kg dog active for 6 hours per day.
Alaskan sledge dogs weighing 25 kg used 47 MJ per day, as measured
by both the DLW technique and the rate of food intake, on a 70-
hour, 490-km sledge race across Arctic Canada14. By these com-
parisons, African wild dogs appear to be working extremely hard,
despite the fact that they are active for only 3.5 hours per day.
Moreover, the predicted basal metabolic rate (BMR) for a 25-kg dog

Table 1 Daily energy expenditures of six African wild dogs measured using
the doubly labelled water technique

Dog Sex Mass
(kg)

Plateau estimate
(kJ per day)

Intercept estimate
(kJ per day)

.............................................................................................................................................................................
1 F 24 8,043 7,223
.............................................................................................................................................................................
2 F 25 8,729 7,732
.............................................................................................................................................................................
3 F 23 16,686 15,716
.............................................................................................................................................................................
4 M 27 18,252 17,910
.............................................................................................................................................................................
5 M 27 20,281 19,362
.............................................................................................................................................................................
6 M 25 19,806 18,729
.............................................................................................................................................................................


