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ABSTRACT

The large-scale, integral effect of convective elements (plumes) constituting an open-ocean chimney is in-
vestigated both theoretically and with a plume-resolving numerical model. The authors consider an initially
homogeneous “patch”™ of ocean of depth H, with Coriolis parameter f, in which buoyancy is lost from the
surface at a rate B. Both vorticity constraints on the convection patch and model analyses imply that, irrespective
of the details of the plumes themselves, the mean vertical transport resulting from their action must be vanishingly
small. Plumes are best thought of as mixing agents, which efficiently homogenize properties of the chimney.

Scaling laws are derived from dynamical arguments and tested against the model. Using an expression for
the vertical mixing timescale, they relate the chimney properties, the strength of the geostrophic rim-current
setup around it, and its breakup timescale by baroclinic instability to the external parameters B, f, and H. After
breakup, the instability eddies may merge to form larger “‘cones” of convected water, which offset the buoyancy
loss at the surface by laterally incorporating stratified fluid. Properties of the plumes only enter the scaling results
by setting the vertical mixing timescale.

The authors argue that the plume scale may be parameterized by a mixing scheme if this implies the appropriate
mixing timescale. Finally, the authors suggest that for the estimation of deep-water formation rates the volume
of convectively modified fluid processed by a chimney should be computed rather than the mean vertical

transport during the convection phase.

1. Introduction

Deep-water formation by convective processes has been
observed in several parts of the World Ocean using a num-
ber of different means. The prime focus of such studies
has been the Mediterranean “MEDOC” region because
of its accessibility and predictability (convection seems to
occur in the same place roughly the same time every year).
The first clear documented evidence of deep-reaching
convection in the Mediterranean was obtained by the
MEDOC Group (1970), who observed a large patch of
extremely homogeneous water after a strong cooling event.
This type of observation was repeated in later years by
further experiments of the MEDOC Group (1970), Gas-
card (1973), by Leaman and Schott (1991), and most
recently by a European consortium in the winter of 1991 /
92 (The THETIS Group 1994). Direct evidence of large
convective downward water motion has been provided by
float measurements of Voorhis and Webb (1970) and by
moored Acoustic Doppler Current Profiler (ADCP) time
series of Schott and Leaman (1991). The reported vertical
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velocities reached values of 10 cm s™!, and Schott and
Leaman obtained average downward speeds wof 1 cm s
during the convection period. [ Observations in the Green-
land Sea, by contrast, showed no significant w (Schott et
al. 1993).] Those moored time series also revealed that
the space scale of the convective motions seemed to be of
the order of 1 km, which is believed to represent the in-
dividual plumes carrying the dense water, which had been
cooled at the surface, downward.

Laboratory experiments (Maxworthy and Nari-
mousa 1994; Brickman and Kelley 1993) and numer-
ical modeling efforts (Jones and Marshall 1993, hence-
forth JM) together with the aforementioned field
observations, suggest complex hydrodynamical mech-
anisms at work involving a variety of scales and pro-
cesses: the convection patch (or “chimney’’) set by the
preconditioning and cooling (scale typically a 50-100
km), the instabilities of the patch developing eddies
and cones' on the periphery of the patch (5-10 km

! The term “cones” has been used to describe the eddies of dense
water that have detached from the chimney after breakup. Due to
the inclined isopycnals from rotational adjustment, they have a cone-
shaped cross section (see Fig. 10). They develop originally from the
instability eddies but are distinct from them.
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scale), and the convection plumes themselves (1 km
scale). These papers also put forward a variety of scaling
ideas for the properties of the plumes and cones based
on external parameters.

In the present study, we are concerned with the in-
tegral effect of a population of plumes. We suggest that
the convection itself is best thought of as a mixing agent
that overturns the convective column and efficiently
homogenizes it. While the plumes themselves represent
very interesting phenomena and dynamics, here we
seek to address the net large-scale effect of a population
of plumes on the convection patch in order to learn
how to estimate and efficiently model the large-scale
consequences of convection for the circulation and
deep-water mass formation rates. Indeed, our main
conclusions are largely independent of the details and
dynamics of the plumes themselves. The implications
of our study for strategies to parameterize convection
in models and to observe the process in the field are
also discussed. .

To focus our ideas and test our large-scale scalings,
we make much use of numerical experiments using
the nonhydrostatic model of JM, which explicitly re-
solve rather than parameterize the convective over-
turning of a chimney. Appropriate integral properties
of those experiments are diagnosed in detail and, where
necessary, further experiments are carried out. The
study only addresses the convective phase and the sub-
sequent breakup of the chimney (or patch) of dense
fluid into eddies (cones). The dispersal and ultimate
assimilation of this dense convected water into the
general circulation is not considered here.

2. Plumes: vertical conduits or mixing elements?

We inquire here into the integral effect of a popu-
lation of convective plumes. In terms of their dynamic
role, one can envisage two different scenarios. In the
first, the plumes act as conduits that transport cooled
heavy water downward and thus represent the main
mechanism for transport of water vertically and deep-
water renewal. The other possibility is that the popu-
lation of plumes merely acts as an efficient mixing
agent, stirring the water column top to bottom, but
without having a significant net vertical transport. Each
view would have important consequences dynamically
and for the way one would estimate deep-water for-
mation rates from observations and parameterize such
convection regimes in models. We will address each
possibility in turn.

a. Conduits

Figure la(top) sketches the scenario suggested by
the conduit view of plumes. There are large downward
velocities within the plumes. In between there is up-
welling that, however, does not locally compensate the
downward transport of the plumes. As a result, there

JOURNAL OF PHYSICAL OCEANOGRAPHY

VOLUME 25

is a net mean vertical velocity w in the interior of the
convection patch, and this water has to be supplied by
a convergence at the surface with an outflow of (new
deep) water at the bottom.

We can estimate typical magnitudes suggested by
this picture to see if it seems reasonable. Schott and
Leaman (1991 ) measure vertical velocities of 10 cm s~}
downward inside the plumes, which is the same order
of magnitude as the plume velocities seen in the mod-
eling study of JM and in accord with scaling estimates
presented there. In between, upward motions are ob-
served. Over a period of intense cooling lasting one
week, Schott and Leaman observed at their mooring
a mean downwelling of 1 cm s}, If one assumes that
this is representative of w over the whole chimney, some
50 km in diameter, this produces 20 Sv (Sv = 10°
m? s') of deep water during that week or 0.4 Sv if one
such event is averaged over one year. This is a plausible
number given the currently accepted deep-water for-
mation rate (Bryden and Stommel 1982) and suggests
that all the deep water can be produced in a short (~1
week ) period of intense downwelling,

There are, however, vorticity constraints on the
downward motion, which suggest that the above picture
is unphysical. The surface convergence [Fig. 1a(top)]
would stretch fluid columns in the upper layer and
squash tubes in the lower layer, spinning up cyclonic
relative vorticity above and anticyclonic currents be-
low, according to the linear vorticity balance

active convection
/__

geostrophlcally adjusted end state

‘@ Q é é ?
FIG. 1. The two idealized scenarios for a convection patch. The
active convection phase with vertical (plume) motion is sketched in
the upper panels; the subsequent geostrophically adjusted state is
indicated with density contours below. (a) Case with net downward
motion from the plumes, associated inflow (convergence) at surface,
and outflow (divergence) at bottom. (b) Compensation of downward
plume velocities with zero vertical transport. During subsequent

adjustment, the slumping of the sidewalls, however, represents a
mean w.

®
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where ¢ is the relative vorticity, f is the Coriolis pa-
rameter, w is the vertical velocity, and (- - -) denotes
an average over the patch.

Using the above numbers, 0w/dz = 1 cm s~/ 1000
m sustained for a period of 1 week, we obtain an av-
erage relative vorticity of ¢ = 6 f. This would corre-
spond to interior shears of the order of 3 m s™! over
10-km regions. We can also estimate the circulation
around the convection patch, or the so-called “rim
current,” from the integrated vorticity inside:

R Rfw

— 1,

Urim P) H

where R is the radius of the convection patch. Inserting
the same numerical values, we obtain t;, = 7.5 m s ™!
if R = 25 km. Such large-scale vorticity and velocity
scales are very unrealistic. One must conclude that the
vertical motion inside the plumes is almost entirely
compensated by upwelling in between (i.e., w ~ 0),
as sketched in Fig. 1b (top), representing the “‘mixing
element” view of convection.

A signature of the role of the plumes can also be
seen in the density field. Again, suppose for a moment
that there were a significant W in the interior; then the
cyclonic/anticyclonic vorticity shear generated by it
everywhere in the interior would adjust to thermal wind
balance within an inertial period, resulting in a density
field as schematized in Fig. la (bottom). Thus, hori-
zontal density gradients inside the convection patch
would be an indicator of the presence of mean vorticity
and hence vortex stretching through systematic down-
welling. Data collected inside the patch during many
convection events since the MEDOC experiments
show, however, that the patch is very homogeneous
on the large scale, more in accord with the mixing sce-
nario sketched in Fig. 1b (bottom). This, again, sup-
ports the observation that the mean vertical velocity
in the interior of the patch is vanishingly small. Thus,
apparently the plumes mainly act to mix the water
column vertically and do not act as the primary mech-
anism of net vertical mass transfer.

ow
=/ (1)

(2a)

b. Mixing elements

Let us now consider the consequences if the plumes
only act to mix the water vertically. The simplest pos-
sible scenario would be a two-stage process in which,
first, the convection cools and mixes a patch of water
during a time short compared to the inertial timescale,
creating a dense homogeneous cylinder of fluid that,
second then collapses and adjusts under gravity and
rotation (see Fig. 1b). Dewar and Killworth (1990)
and Herman and Owens (1993) have studied this
idealized problem, and the net result is, not surpris-
ingly, a lateral displacement of the interface (inward
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FIG. 2. Example solution of the equations given in Dewar and
Killworth (1990} for the strip collapse, which asymptotes to the cyl-
inder collapse for cylinders of several Rossby radii in size. Top: In-
terface shape before and after collapse. Bottom: current in upper/
outer layer (solid) and in lower/interior layer (dashed). If cooling is
applied continuously within the original cylinder region, the adjust-
ment will continually bring new water into the region at the surface.
The new water is exposed to cooling, thus setting up a smooth gradient
rather than a discontinuous jump in density in the upper layer. Sim-
ilarly, a gradient instead of the sharp interface shown here will arise
in the lower layer due to the continued outward movement and si-
multaneous cooling.

at the top, outward at the bottom) by a horizontal dis-
tance of the order of a Rossby deformation radius L,
= VE’;I/ f (see Fig. 2 for an analytical solution).
Here g’ = Bt/ H is the reduced gravity resulting from
cooling at the surface with the buoyancy flux B for a
time ¢ and mixing the column over the depth H. The
slumping of the interface, implying a vertical transport,
generates vorticity in the vicinity of the interface, that
is, in a circular strip of width L,. The velocities are of
order VE’_I? in this discrete two-fluid solution with den-
sity and velocity discontinuities across the interface.
We can obtain a “smoother” scaling by allowing, in-
stead, a continuous density variation across the zone
of width L,. Then, applying thermal wind balance to
a vertical shear of u,, over a depth of H/2 yields?

Vel = VB,

Let us again insert typical observed values. The buoy-
ancy flux typical of open-ocean convection sites—see
Table 1 below—has an order of magnitude of 107’
m? s, corresponding to a heat flux of ~250 W m™2.
Applying this cooling rate for one week would result

Urim (2b)

1
2

2 In Dewar and Killworth (1990), H/2 is the (mean) thickness of
the two layers and 4, is the shear between the layers—the maximum
current in the top and bottom layers are offset sideways (see Fig. 2).
In our model runs, u;, decays to zero or reverses at middepth, i.c.,
again the shear is u, over H/2.
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TABL_E41 _?mall -scale plume properties suggested by the scalmg reviewed in JM in the open-ocean deep convection reg,lme for H= 2 km,
f=10 The typical scale of the convective plumes is /,, the magnitude of the attendant currents is ., and /, is the radius of

deformatlon set up by the convective elements.

Q(Wm™)
100 500 1000 1500
B(m?s7%)
Scaling 5.00 X 10°% 2.5 %1077 5.00 X 1077 7.5 X 1077
B 172
Lot (km) — 0.22 0.47 0.71 - 0.85
s
B 172
Urr(m s71) (7) 0.02 0.05 0.07 0.09
Bl/4Hl/2
I,(km) —f3/—4— 0.67 0.97 1.19 1.31
BI/Z
R¥ f—3/271 0.11 0.24 0.35 0.43

in 44, = 12.5 cm s~} by (2b), which is a reasonable
current and in accord with observations. Of course,
such an extended period of cooling violates our initial
assumption, so we ought to consider a very strong event
for a short period—we obtain the same answer because
it is the product Bt, the total buoyancy extracted, that
matters. There is an average vertical velocity inside the
cooling region, but it is localized at the edge of the
patch and is a consequence of the slumping during the
adjustment process. Its magnitude can be estimated
from the volume of water that has moved inwards at
the surface by the distance of a deformation radius L,.
Approximating the cross section of this volume as a
triangle of base L, and height H/2, the volume is
2xRL,H/4. For continuity this water must move
downward across the depth level H/2, and averaged
over the patch we thus obtain

H H Urim
(3)

where uy,, from above has been substituted from Eq.
(2b). This result (derived only from the cylinder col-
lapse solution together with volume conservation) is
in agreement with (2a), which was obtained using the
linear vorticity balance (1). Thus, in the context of the
cylinder collapse problem, the geostrophic rim current
can be understood by (and fulfills) a simple linear vor-
ticity balance. Equation (3) impliesa w = | mm s~
if the buoyancy is extracted very intensely during 1 day
or 0.15 mm s™' if the same amount of buoyancy is
extracted over 1 week (H = 2 km and R = 25 km as
above). This would be a volume flux of 0.3 Sv on av-
erage during the week or only 0.005 Sv over a year.
Thus, adopting a mixing-element view of a plume
population, we arrive at vorticity and velocity scales
that are more realistic. Furthermore, it is clear that the

w implied by this process cannot account for the ob-
served deep-water formation rates. A more appropriate
way of estimating the rate at which water is formed by
the chimney is to compute the volume of fluid pro-
cessed by it—this will be considered in section 5.

¢. Inferences from explicit numerical simulations of
convection

The numerical simulations of JM, which addressed
convection in the presence of rotation in a neutral
ocean and in a weakly stratified ocean, strongly support
the “mixing agent” view of convection and will be an-
alyzed and extended here. Jones and Marshall pre-
sented scaling arguments for the plume and cone dy-
namics, which found broad support from numerical
experiments. A measure of the importance of rotation
on the convective process was provided by a natural
Rossby number used by Maxworthy and Narimousa
(1994), JM, and Marshall et al. (1994):

Bl/2
f3/2H ’

where I, = (B/f?)"/? is the length scale, which marks
the transition from three-dimensional, thermally driven
turbulence to quasi-two-dimensional, rotationally
dominated motions. Here, u,.; = (B/f)!/? is the ve-
locity of a particle gyrating in inertial circles of radius
.« and was shown to set the horizontal and vertical
velocity scale for the plumes

In the parameter regime typical of open-ocean
deep convection, R} < 1 (see Table 1 of JM repro-
duced above, which gives typical space and velocity
scales), and rotation influences the intensity and
scale of both the convective plumes and the insta-
bility eddies that form in the rim current around the
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periphery of the convection patch. These eddies then
form the cones of geostrophically adjusted convected
water that break off from the convection region. In
particular, the scale, intensity, and buoyancy excess
of the plumes and eddies were found to depend in a
predictable way on this single nondimensional num-
ber, formed from the external parameters f, B,
and H.

Our focus here, however, is on the integral effects of
a patch of convection and, in particular, whether the
plumes are best thought of as mixing agents or ““con-
duits.” In Fig. 3 we present a hydrographic section
through the center of a simulation of a chimney of
radius 8 km, illustrating the vertical velocity field of
the plumes in a weakly stratified ocean, cooled at the
surface at a rate B = 3.6 X 10~7 m? s~ (corresponding
to a heat loss of 800 W m?). This simulation is dis-
cussed in JM in some detail (see section 6 of JM).
Plumes of dense fluid can be seen “raining down” from
a dense surface boundary layer. Downwelling velocities
exceed 10 cm s ™! but, as we shall see, are compensated
by upwelling velocities in between.

In Fig. 4 we plot w (at 500 m) and ¢ (at 50 m) at
two days after cooling commenced. In the interior
of the patch there is vorticity generated on the in-
dividual plume scale as a consequence of the or-
ganized downward and upward flow inside the
plumes, according to (1). The w and vorticity field,
although granular in nature, is a mix of cells of op-
posite sign. We see intense regions of cyclonic cir-
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culation associated with downwelling, but adjacent
to and in between there is anticyclonic circulation
in (somewhat more extended) regions of compen-
sating upwelling.

In Fig. 5 we analyze the integrated relative vorticity
and vertical velocity induced by the convection; the
upper-layer relative vorticity and vertical velocity are
presented as a cumulative integral over discs as a
function of the radius of the discs from the center of
the convection patch (which had a radius of 8 km
as in all simulations shown here). The integral is
necessary to smooth out the noisy interior field and
at the same time is a convenient measure directly
yielding the circulation around the region (Fig. 5a)
and the vertical transport (Fig. 5b). The most con-
spicuous feature of Fig. 5 is the concentration of vor-
ticity and vertical velocity at the edge of the cooling
region, with positive vorticity (downward w) in the
inner side and negative vorticity (upward w).on the
outer side of the rim current. The rim current cal-
culated from the maximum area-integrated vorticity
in this figure is approximately 11 cm s~'. Outside
this thin region, average vertical motion and vortic-
ity, both in the interior and outside the patch, are
vanishingly small. Thus, in the interior, w [and by
(1) also ¢] averages to zero due to the small-scale
compensating motions evident in Fig. 4 and 5. The
vertical velocity amplitudes seen in Fig. 5b are con-
sistent with the vorticity generation seen in Fig. 5a,
according to (1).
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F1G. 3. Cross section through the weakly stratified reference run of JM illustrating plume development and shape.
Plotted are temperature contours and current vectors.
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FiG. 4. Horizontal sections through the simulation shown in Fig.
3, showing the whole x-y model domain of 32-km size. (a) Vertical
velocity at a depth of 500 m, contour interval is 2 cm s~'. Intense,
small-scale downward motion (solid contours) of the plumes is clearly
seen, with weaker but more widespread upward motions (dashed
contours) in between. Close to the edge of the patch, an absence of
upward motion is just visible, which gives rise to the net downward
transport there. (b) Relative vorticity at 50 m, contour interval 6
X 1073 57!, Strong positive values (solid) are found associated with
the plumes seen in (a) and weaker negative values (dashed) between.
Again, an absence of compensating negative values is seen near the
edge. However, the average residual values are masked by the large,
small-scale variability.
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Although Fig. 5 shows a weakly stratified calcu-
lation, the cylinder collapse solution and the scaling
laws presented in JM were derived for the problem
of convection in an unstratified fluid. We have also
diagnosed the same quantities as in Fig. 5 from the
“reference’ experiment of JM, which simulated the
convective overturning of an unstratified ocean (all
the other parameters of the simulation remained the
same ). The generated rim current and its time evo-
lution until the end of the cooling at 2 days is within
10% of the weakly stratified case shown in Fig. 5.
Thus, the observed rim current agrees with the ex-
pectation from cylinder collapse (#;im = 15 VBt=125
cm s~!) and will also be shown to be in accord with
scaling laws derived in section 3b. We present the strat-
ified case here to demonstrate the applicability of our
basic statements to weakly stratified (M ~ f) as well
as neutral conditions.

In summary, then, explicit calculations show, both
qualitatively and quantitatively, that the principle
function of the plumes is to mix the column in accord
with the schema presented in Fig. 1b rather than la.
Thus, theoretical considerations, observations, and
numerical simulations all support the “mixing ele-
ment” view of plumes. Before discussing some of the
implications—for estimation of deep-water formation
rates and for parameterization of convection in large-
scale models (see section 5)—we now go on to consider
further integral properties of the chimney. Of particular
interest is the mixing timescale and the magnitude of
the rim current induced around the periphery of the
convecting chimney.

3. Integral properties of the chimney
a. Vertical mixing timescale

The plumes shown in Fig. 3 take a finite time to
carry water to the bottom at a speed close to u,, defined
in Table 1. Thus, vertical mixing does not take place
instantaneously; homogenization occurs on a timescale
set by the vertical plume velocities and the depth of
the ocean. Since we have argued above that adjustment
under rotation and gravity is the main mechanism for
vertical velocity and vorticity generation, the relation
of the adjustment timescale (27/f) to the mixing
timescale must play a role in determining the properties
of the regime. A measure of the mixing (or overturning)
timescale is the time, which we shall call z,;,, it takes
for a plume to reach the bottom at depth H (in a strat-
ified fluid H would be interpreted as the local depth of
the convective mixed layer),

~

~ HB™'2 [, @)

tmix
Wplume
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assuming that Wyiume ~ oy = (B/f)'/? asin JM.? The
ratio of this timescale to the rotational adjustment
timescale is a nondimensional parameter, which should
govern large-scale aspects of the patch:

f—l

tmix

=H_lBl/2f_3/2=R:. (5)
We see that this ratio is just the natural Rossby number,
which was the central parameter for the plume scaling
in JM and appears again here with a complementary
interpretation of particular relevance for the parch scale.
Its inverse measures the number of rotational adjust-
ments that can occur during one overturning timescale
[an estimate for this number is (27R})~! since the
adjustment timescale is 27/ f]. The above expression
for t,,;x implies that it takes longer to carry water to
the bottom the smaller is R}, as is readily observed in
the experiments presented in JM. This interpretation
of RY and the concept of the mixing timescale #mix
may be important to the successful parameterization
of the large-scale effects of convection. An adjustment
scheme, in which properties are mixed in the vertical
instantaneously, is commonly adopted in numerical
models and may not reproduce large-scale aspects cor-
rectly (see section 5b).

A further consequence of the rotational inhibition
of vertical mixing and of the finite mixing timescale is
the enhanced unstable (!) vertical density gradient
maintained during cooling, particularly if R} is small.
This is confirmed by the numerical results described
in JM. In fact, the top-bottom density difference can
be scaled to be

g,vertical -~ (Bf)l/2 (6)

by a variety of physical arguments. For example, sup-
pose that during a time ¢ the buoyancy loss B at the
surface is distributed over a depth 4; then g’ ~ Bt/h.
Using the mixing timescale concept, this depth is 4
= Ut and we obtain (6). Physically it means that for
a given ¢ considered the buoyancy extracted is propor-
tional to ¢, but so is the depth over which it is distrib-
uted. Thus, a steady state is possible with the above

3 We are assuming here that the natural Rossby number of the
convective layer R} is small enough that rotational scalings are ap-
propriate. This is certainly true in the numerical experiments in JM,
who observe a transition to rotational control at R} = 0.7 — 0.8.
However, in the laboratory, the transition is observed at a somewhat
smaller value of R} ~ 0.1 (e.g., Maxworthy and Narimousa 1994).
This discrepancy may be a consequence of the differences in the
(eddy) diffusive processes at work in the numerical model and lab-
oratory fluid (see Klinger and Marshall 1994). If nonrotating scaling
is adopted, Wyume = (BH)'7, the expression in (5) becomes f =/t
= R*?3_ Since in deep convection R lies somewhere between 0.1
and | and, furthermore, when R} = 1 rotating, and nonrotating
scales are equivalent, our results are only slightly modified if non-
rotating scaling is adopted. We use rotating scaling here because it is
the most appropriate for interpretation of our numerical experiment.
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FI1G. 5. Contour maps of relative vorticity and vertical velocity for
the calculations shown in Figs. 3 and 4, integrated over disks of radius
0-16 km from 0-4 days in time. (a) Integrated relative vorticity, in
units of 1000 m? s™'. At a radius of 8 km, the contour label X2 gives
(approximately) the average current around the circle, i.e., the rim
current in cm s~'. Note that within 5-6 km, the average vorticity
averages to zero. (b) Integrated vertical velocity (i.e., vertical transport
over the disk). The contour interval is 12.5 X 10* m?s™!, and this
corresponds (approximately) to a disk-averaged vertical velocity of
0.5 mm s~! at radius 8 km. Values larger than one such unit are
shaded. Again, the velocity averages to zero within 4-6 km radius.

constant vertical gradient. Perhaps not surprisingly, this
Gherticat 12> the same dependence on B and f as the
density difference between plume interior and exterior
(as scaled in JM).

b. Rim current

The rim current generated around the edge of the con-
vection regime is a measure of its large-scale properties.
For example, the rim current must be in thermal wind
balance with the density gradient between patch interior
and exterior. Furthermore, its circulation is a measure of
the integrated effect of all vertical velocities in the interior
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of the patch. At the same time, the existence of the rim
current is of vital importance for the breakup of the patch,
and its details (amplitude, width, vertical structure ) might
be relevant for the water exchange process by instability
eddies and cones. We now use the above ideas, and in
particular the concept of a mixing timescale #,i, to derive
key properties of the rim current.

We exploit our interpretation of (2xR})™' as a
measure of the number of continuously occurring ad-
justments that take place during the cooling, before
overturning can balance horizontal displacements as-
sociated with the sinking and slumping of the chimney
under the influence of rotation and gravity. This rep-
resents the continuous inward ageostrophic motion
[noted already by Killworth (1976)], which results
from the ongoing cooling of the interior. The implied
width of the rim current is then (2R} )" times the
Rossby radius, that would result from a single adjust-
ment, based on the g’ = Bt/ H at the time considered:

R 'VgH R _@ _ ﬂ(ﬂ)l,z %
27 f 2 f 27 )
Now employing thermal wind to estimate the rim cur-
rent velocity, we find that
1 gH
Uim ~ 3
2 f Lrim

Lrim

= 7|_BI{—I‘f‘-—3/2tl/2 = WR:B”Ztl/z,

(8)
where the shear is assumed to exist between surface and
middepth (where the rim current goes to zero or reverses).

The time dependence of the rim current given by
(8) is in broad agreement with the JM simulations, as
can be seen from Fig. 5a where the integrated vorticity
was contoured over disks of increasing radius from the
center of the chimney. This is also a measure of the
circulation integral around circles of varying radii; the
value at its maximum (~8 km) gives an estimate of
the average rim current around the convection patch
at that radius. Table 2, calculated from the data con-
toured in Fig. 5a, shows that this line integral does
evolve in timelike V7 in the model and thus is in agree-
ment with (8). According to (1), the average vertical
velocity is the time derivative of the rim current velocity
and should thus go like ( \[t)'1 . This decrease of w with
time is also observed in Fig. 5. The unknown constant
of proportionality in (8) may now be estimated with
the help of Table 2 and is found to be approximately
1/>. Because of (7) and (8), this also implies a constant
of 2 in L, and tn,ix. Therefore, the expressions for
Usim s Lrim, and Zm;x become

b = 2 (1),
s

tmix = 2(fR:)_l (9)
Such a time dependence of 1, and w would be difficult

to explain, for example, as the sum of all the individual
downwelling plume circulations since in the JM model

_ T nxpt/2,12
un‘m"ERoB/zt/a
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TABLE 2. Rim current time dependence.
1(d)
0 0.5 1.0 L5 2.0
Ugm(cm s71) 0 5.0 8.0 9.9 10.9
ien/ V1 0 7.1 8.0 8.1 7.7

the number of plumes remains approximately constant
in time and their scaling #o1, ko, /, is also constant. It
should also be said that the heton model of Legg and
Marshall (1993), which considered the convection to
be represented by a collection of discrete, paired vor-
tices, is not able to reproduce a rim current with such
a time dependence. In their point vortex model, the
current is built up as the integrated effect of point vor-
tices of like sign in each layer and its strength increases
linearly with time.

¢. The Chimney breakup timescale

- The rim current scaling (8)/(9) suggests that the
current grows like Vt until either the applied cooling
ceases or the convection patch breaks up baroclinically
and disperses. Let us consider what happens if the
cooling persists and baroclinic instability halts the in-
crease in the rim current. [Such baroclinic instability
of a convection chimney is a process observed in nature
(e.g., see Gascard 1978).]

Invoking baroclinic instability theory, the growth
rate of the most unstable mode is (Eady 1949)*

_03f
VR

where Ri = N?/(dugm/dz)? is the Richardson number
associated with the persistent large-scale flow set up by
the convection (i.e., the rim current). Here we interpret
N? and duyin/ dz as the (constant ) Brunt—Viissili fre-
quency and velocity shears, respectively, associated
with the rim current. The timescale implied by the
above is, therefore,

(10)

~ Vg'H VBt -
ady = — =3, ~ 6. B1/2£1/2
lE dy 03 ﬁ/tﬁm 33Wﬁ4ﬁm 6.6H. f
=6.6(fR¥)7", (1)

where we have substituted for u;, from Eq. (9). Hence,
teaay has the same dependence on B, f, and H as fmix,
to which it is proportional.

Since the patch apparently breaks up via the insta-
bility of the rim current, the breakup timescale should

41t is not obvious a priori that this result can be applied to the
present problem. However, we assume it can and investigate the con-
sequences.
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scale like this fg,q,. To determine the appropriate con-
stant of proportionality, the reference experiment of
JM was repeated, but now cooling persisted for 6 days.
Both rim current and interior density were found to
grow with the expected rate (like Vt for the current and
like ¢ for the density) until about day 4, after which a
distinct slowdown was observed and at which point the
cones have left the cooling region. This is demonstrated
in Fig. 6, showing the 200-m flow field and the 1000-
m temperature anomaly after 4 days and 6 days of
cooling. At 4 days, the cones are just beginning to leave
the cooling region; at 6 days they are well outside, ex-
changing a substantial amount of fluid with the patch.

The coldest water (occupying at least 10% of the cooling
area) at 1000 m has an anomaly of 0.03°-0.035°C at
4 days, while at 6 days it has only slightly increased to
0.035°-0.04°C. The absolute maxima are 0.04°-
0.045°C in both cases. Constant depth-distributed
cooling over the patch would predict 0.034°C at 4 days
and 0.051°C at 6 days. Thus, between 4 and 6 days
the mean temperature of the patch levels off by ex-
changing water with the surroundings—this is the time
we will use as our estimate of the breakup timescale
loreakup- APPlying (11) to the simulation shown in Fig.
6, traay is approximately 2.5 days. This suggests to fix
the constant of proportionality in (11) to yield

NN R oy YV
. V2P rrrsrrsrasss

. = -
R =

i .&’&EF/‘" ;Illi.nl"lu||lg':-!=$‘ i
r‘k.\\‘" i'l > /\ -0.026
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(7]
A
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FIG. 6. Horizontal maps from the unstratified reference experiment of JM (B = 3.6 X 107 m?s™%, = 107 s™!, = 2000 m), in which
the coolmg period was extended to 6 days of continuous cooling. The size of the cooling region is indicated and shows the cones removing
cooled fluid from the patch. (a) Flow field at 200 m, day 4; (b) flow field at 200 m, day 6; (c) temperature anomaly (°C) at 1000 m, day 4;

and (d) same as (c) but at day 6.
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(12)

tbreakup ~ 2tEady .

Thus, at the breakup of the patch its buoyancy deficit
becomes

Shom = o = 32BN (13)
and the rim current
Urim, final = g‘g -3 zt\ln{ezakup
= 5.7BYAH"V2 =514 = 57 fHR*?. (14)

Note that the g, 1S just proportional to the g%, from
JM; that is, the density contrast of the patch with its
exterior has the same dependencies as that of the
plumes in the patch interior but is an order of mag-
nitude larger.

“The length scale of the instability scales with the
deformation radius L,, the wavelength of the most un-
stable mode being 4 L, (Pedlosky 1982). We take one-
half of this wavelength for the size Lg,q, of an eddy
developing from this instability. Using the g’ at fgaqy
for estimating L, then gives

V6.6(Bf)2H
f
= 5.1H'2BY4f=3/* = 5 1HVRY.

LEady =2

(15)

Pleasingly, all the above proportionalities at breakup
turn out to be the same as those used or obtained in
JM, where, unlike here, steady-state assumptions were
made. Also, in the present derivation, the physical and
dynamical processes that lead to the scalings are per-
haps more clearly revealed and the proportionality fac-
tors (which may not be of order unity) now result
mainly from the physical derivation. In JM, for ex-
ample, it was implicitly assumed that the g, from the
plumes applies to the patch as well. Here we derive
that (at breakup) they are indeed proportional but with
a factor of 13. Our velocity scale 1, corresponds to
JM’S Ucone, for which the proportionalities again are
the same. Jones and Marshall do not give a constant
of proportionality, but their figure with experimental
results suggests a constant of at least 3. We obtain 5.7
from our derivation, the difference arising probably
from JM’s method of measuring # ., (rms value over
some region of the model domain). Finally, in JM,
leone = SH \[I?,f, the constant resulting from a fit to the
experiment. This length scale corresponds-to and agrees
with our above Lg,qy. Unlike JM, we differentiate be-
tween the initial instabilities ( Lg,qy) and the later de-
veloping cones (see below), which have detached from
the patch. '
The width of the rim current at breakup becomes
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H
Lrim,ﬁnal = '; (f tbreakup) 2

V13.2

=—— B '*H*f** ~ H/VR;. (16)
T

Here Ly, is connected with g', u;, by thermal wind
balance, which is not the case for Lg,qy.

d. Scales of the rim current, cones, and eddies

The new length scale introduced above, L, has a
positive f dependence suggesting that the baroclinic
zone that circles the convection patch would widen if
the rotation rate of the earth were increased. This is a
curious result, especially since now we have two length
scales (Lgady, Lrim) With opposite f (and B) depen-
dences. Scales such as the Rossby deformation radius,
the instability length scale, or diffusive boundary layers
decrease with increasing rotation, but apparently the
width of the baroclinic zone increases. Figure 7 doc-
uments this prediction with a simulation at five times
the reference rotation rate. There we observe a short-
scale instability on a very wide rim current zone, as
would be anticipated from the relations obtained for
LEady and Lﬁm .

Of these two length scales we would expect the rim
current width to be the more relevant one for the ul-
timate size of the developing cones, since Ly, describes
the width of the baroclinic zone. In particular, if the
rim-current strength is an appropriate measure of the
swirl velocity associated with the cones, then thermal
wind balance requires a cone scale of L, rather than

——> 3.000E~02 m/s
T T T T T T

F1G. 7. Horizontal flow field at 200 m, on day 4 of a simulation
in which standard cooling was applied but at high rotation: /= 5
X 1074 s7%. Note the large width and small strength of the rim current
and the short length scale instability developing on it.
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Lgaq,- Therefore, we suggest L as the appropriate
cone radius scale, or 2 L., for their overall size. Such
a cone scale, however, would imply that if the initial
instabilities form eddies of size Lgaq, (often smaller
than 2 L,in ), then they must later merge to form cones
of size 2 L,i,,. This should occur at small B or high f.
Section 4 will present such a merger process observed
in a simulation at low B and will demonstrate the effect
of B on the length scales.

e. Typical numbers

Let us insert some values into the derived relations
for some of the simulations used here and in JM to
obtain a feeling for the resulting scales. Table 3 gives
an overview.

The first column in Table 3 is the reference run from
JM. The mixing timescale for that case is fmix = 18.5%,
and the time dependence of rim-current strength and
width _is #im = 8.3 X Vdays cms™, Lim 1.9
X Vdays km. The instability eddy length scale becomes
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Lg,gy = 5.5 km, and the breakup timescale fyreaiup
= 5d. Since the cooling was switched off after 2 days,
that is, well before the breakup time, the time-depen-
dent scaling at ¢ = 2 days should be used and yields 12
cm s~ ! for the rim current. This, of course, agrees with
the values calculated from Fig. 5 (Table 2), since that
run was used to determine the constant of proportion-
ality. Also the constant for fyreakup Was determined by
extending that simulation and therefore cannot serve
as a test for the scalings. The wavelength for the insta-
bility is a good test, however, and it reproduces the
wavenumber 5 resulting in the reference case (Fig. 6).
Also, the final temperature anomaly is well reproduced
(Fig. 6). )

Further, we discussed a high-rotation run from JM
(Fig. 7), to which column 4 of Table 3 refers. There,
the rim current is observed to have an amplitude of
only 2 cm s™!, a large width (>5 km), and a short
instability of wavenumber 12. All properties are ap-
proximately predicted by the scaling if one uses the

TABLE 3. Large-scale patch properties suggested by our scaling for H = 2000 m.

QW m™)
800 1600 200 800 800
B,(m?57%)
3.6 X 1077 7.2 X 1077 0.9 x 1077 3.6 X 1077 3.6 X 1077
S
1.0 X 107* 1.0 X 107* 1.0 X 1074 5.0 X 107* 05X 107
R3
Scaling 0.3 0.42 0.15 0.027 0.85
Luin(h) 2(fRE) 18.5 13.1 37 414 13.1
Uim()(cm s71) g R*(Br)'? 8.3Vdays 16.6Vdays 2.1Vdays 0.75Vdays 23.5Vdays
Ui mar{CT1 $71) 5.7 fHR®3? 18.7 31.4 6.6 2.5 445
H
Liim(2)(km) . f)y2 1.9Vdays 1.9Vdays 1.9Vdays 4.2Vdays 1.3Vdays
Loim gnai(km) H/VR? 4.3 35 5.9 14 2.5
Leagy(km) 5.1HVR® 5.5 6.5 38 1.6 9.2
. 50.2 km
wavenumber Y 4-5 4 6-7 15 3
ady
toreatup(days) 13.2(fR3)™ 5 3.5 10 11.2 3.5
B
AT(@)(°CY ;ggt .008 X days .016 X days .002 X days .008 X days 008 X days
. B
AT ral( °C) @ Loreakup 0.04 0.056 0.02 0.09 0.028

“ Wavenumber of the instability for a circular patch of radius 8 km.

b Temperature anomaly, AT = eg’/g, e = 2 X 10~ K™, as used in the model.
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time-dependent expressions with = 2 days, the cooling
period.

In section 4 we will present two further simulations,
cooling at twice the reference cooling rate (column 2
of Table 3) for 1 day and at 1/4 of the standard cooling
(column 3) for 8 days. The main differences are the
" breakup timescales, which are predicted at 3.5¢ and
104, agreeing approximately with the simulations (Figs.
8 and 9) and the instability wavenumbers, predicted
as 4 and 6-7. We observe wavenumbers 5 and 7-8.

Finally, a low-rotation run presented in JM is in-
cluded in column 5 of Table 3. No figures are repro-
duced here, but in JM the rim current is found to ex-
ceed 20 cm s~', and a very low wavenumber seems to
develop there (Fig. 9f of JM), in agreement with our
predictions.

JOURNAL OF PHYSICAL OCEANOGRAPHY

VOLUME 25

In general, the instability wavenumber is a robust
test of the scaling results, and the wide range from
wavenumber 12 to 3 in the six simulations of JM’s Fig.
9 [covering f = 0.5-++(5 X 107* s71)] is very well
predicted by (15). Three of those are columns 1, 4,
and 5 in Table 3.

4. Lateral exchange by geostrophic eddies

Two limiting cases were identified in the previous
sections: one in which the cooling is applied for a time
that is much shorter than the breakup timescale of the
chimney, and one in which it is applied for a time that
is very much longer. Here we present two numerical
experiments in which an unstratified ocean of a depth
of 2 km is cooled over a disc at its upper surface in the
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FiG. 8. Simulation with twice the reference cooling rate
(ie,at B =7.2 X 107 m? s7%) but cooling only for 1 day.
This extracts the same heat as in the reference experiment,
which was cooled for 2 days. (a) The 300-m flow field at day
2. A wavenumber S instability has started to develop. (b) Same
as (a) but at day 4. Five distinct cones have developed, together
with a leftover core of fluid. (c) Temperature anomaly at a
1700-m depth, day 4. A large area is occupied by dense water,
which is more than 0.016°C below the initial temperature.
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manner described in JM and shown in their Fig. 3. In
each case, 2.8 X 10'® J of heat is extracted in total.
However, in the first it is extracted in 1 day (shorter
than the breakup time) and in the second in 8 days
(all the way through the breakup).’

a. Rapid cooling

In the rapidly cooled experiment (Table 3, column
2), the cooling is terminated well before breakup and
even before instability development. For the given B
=7.2 X 107" m?s™!, the breakup timescale suggested

5 The reference experiment of JM was cooled for 2 days at 800
W m?, and so, again, extracted the same total amount of heat as in
the two experiments here.

T T i T

FiG. 9. Analog to Fig. 8 but at one-quarter of the reference
cooling rate (i.e., B = 0.9 X 1077 m? s~3), cooling for 8 days.
(a) The 300-m flow field at day 4. A shorter instability than
in Fig. 8 clearly has developed. (b) Same as (a) but at day 8.
The smaller instability eddies have merged to form five cones
again, clearly now having broken up the patch. (c) Temper-
ature anomaly at 1700 m, day 8. No water with a temperature
less than 0.016°C of the initial temperature is found (note
different shading scale).

by (11) and (12) is 3.5 d. This is verified by the two

horizontal maps at 2 days and at 4 days (Fig. 8a,b).
In the former, the instability is just developing; by day
4 it has formed isolated eddies (cones). Thus, we should
use the time-dependent scalings (9) with the cooling
period inserted for ¢ rather than the solutions (13)-
(16), where ¢ is set by the breakup timescale. The cool-
ing period is, in fact, of the order of a rotational ad-
justment timescale, so we might expect this to be even
a limiting case between the two-step cylinder collapse
and the continuous time-dependent scaling derived
above. Applying the time-dependent scaling in (9), we
obtain a rim current of 14 cm s™!, which is in agree-
ment with the observed current of 12-14 cm s~!. Re-
assuringly, the (smoothed) cylinder collapse solution
(zVg'H)gives asimilar value of 12.5 cm s ™!, The strong
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cooling has generated a core of very cold water (Fig.
8c)—a volume integration gives approximately 1.2
X 10" m? of water cooler than 0.016°C below the ini-
tial value.

b. Prolonged cooling

In the prolonged cooling experiment ( Table 3, col-
umn 3), the time for complete breakup predicted by
(12) is similar to the cooling period. This is borne out
by Figs. 9a,b, showing horizontal maps at 4 days and
8 days. At 4 days, a small-scale instability has devel-
oped, but most of the cooled water is still inside the
cooling disk and the patch has not yet broken up. At
8 days, we are left with five large cones now all outside
the cooling area. This result not only confirms the much
longer breakup timescale (observed to be 8 days, pre-
dicted by our scaling to be 10 days) but, in particular,
the scale change from short instabilities ( Lg,qy ) to large
cones, which was predicted above by associating 2 L,
with the cone scale. The dependence of the cone size
on the cooling period however is not as strong as ex-
pected since by (9) we would expect cones 2-3 times
larger for the 8-day cooling case compared to the 1-
day cooling. This mismatch might arise because the
slow-cooling cones are exhausting the water supply,
the development is not yet complete, or because the
actual g’ in the cones may be somewhat smaller than
Bt/H. The cone/rim currents observed are 6-8 cm s ™7,
which compares well with the scaling of (14) giving 7
cm s~!. At day 8 the cones have left the influence of
the cooling region and prolonged cooling will not
change them any further; breakup has been reached.
Since during the cooling some water has already been
removed by the breakup, we would expect a greater
volume of less dense water to be processed by the
chimney than in the quick-cooling case. This seems to
be the case (see Fig. 9¢). The volume of water cooler
than 0.016°C below the initial value is approximately
1.5 X 10" m3, only 14% of the high-cooling case.

These comparisons demonstrate the importance of
the lateral exchange by the breakup eddies (cones).
Depending on the strength and the length of the cool-
ing, different amounts of water are processed and dif-
ferent water mass properties result. This is true in spite
of removing the same total amount of heat.

5. Consequences and implications
a. Deep-water formation rate

We have argued that the large-scale effect of deep
convection plume activity is best viewed simply as an
overturning process that results in water mass trans-
formations by mixing surface water (made denser by
a surface buoyancy flux) with the water masses below.
Time or spatially averaged vertical velocities are only
associated with the stumping during rotational adjust-
ment, are concentrated near the perimeter, and cause
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negligible vertical transports. Over a period of typically
one to a few weeks, a fragmented convection patch
results with a number of cones containing convected
water from top to bottom, spinning in geostrophic bal-
ance. This dense water is likely to eventually slump to
the depth at which its density matches that of the sur-
roundings through continued instability, spindown of
the eddies, or bleeding by a boundary current. Insta-
bility certainly is one process that lowers the potential
energy and center of mass of the dense water formed.
The detailed physics and dynamics that control the
slumping and spreading phase, however, is an out-
standing question, which remains to be articulated. A
model example of the first stage of this process can be
seen in Figs. 10a and 10b, which show the same cone
at 4 days and at 6 days in an experiment with contin-
uous cooling (after having left the cooling region);
heavy water is slumping toward the bottom, and lighter
water is moving in sideways at the top.

The foregoing mechanism for supplying water to the
deep layer suggests that the extra amount of deep water
supplied in the convection process can be computed
from the volume of mixed and processed water inside
the patch and cones above the climatological level of
the deep water. This volume later settles down into the
deep-water pool. Depending on the duration of the
cooling and the efficiency with which fluid is exchanged
by the chimney with its surroundings, this may be larger
than the volume of the convective chimney, as dis-
cussed in section 4.

A related issue is that the actual deep-water replen-
ishment need not be confined to the convection region
itself. The breakup eddies (cones) can propagate away
from the patch and carry dense water in various direc-
tions before final sinking or bleeding takes place. This
stage has not been observed in the short simulations
presented here and in JM but is suggested in related
studies (Legg and Marshall 1993; Helfrich and Send
1988).

b. Convection plume parameterization

We have suggested that the large-scale effect of
plumes can be regarded as an efficient vertical over-
turning and mixing process. If the patch dynamics and
water mass formation rates are insensitive to the details
of the small-scale plumes, it may be possible to param-
eterize their gross effect by use of a suitable mixing or
convective adjustment scheme and retain realistic ma-
croscale vertical velocities, instabilities, and water mass
distributions. In particular, hydrostatic models (with
an appropriate vertical exchange mechanism) may be
able to produce the large-scale effects—vertical veloc-
ities by “‘geostrophic” slumping, rim currents by con-
tinuing rotational adjustment, and cones by baroclinic
instability. If these assumptions are correct, then, for
example, the large-scale relative vorticity field generated
should be similar in hydrostatic and nonhydrostatic
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FIG. 10. Temperature cross sections across a cone for the experiment of Fig. 6, at 4 days and 6
days (the topmost cone of Figs. 6a,b, respectively). Contour interval is 0.02°C. Temperature anomalies
0f0.01°,0.018°, and 0.024°C are shaded with increasing intensities. The settling of the heavy water
to the bottom (after the cone is no longer subject to the cooling) is clearly seen, together with

restratification in the top layers.

models, in particular with respect to the absence of
mean vorticity in the patch interior. As a test, in Fig.
11 we present the relative vorticity field from the Madec
et al. (1991) hydrostatic model of MEDOC convection
(see legend for more details). It should be compared
with analogous diagnostics of JM’s nonhydrostatic
simulation shown in Fig. 5a where the convection is
resolved. The parameters (size, cooling, intermittency,
geometry, stratification, and convective adjustment
scheme) make a quantitative comparison inappro-
priate, but the salient large-scale features are so sim-
ilar qualitatively that it supports the idea that it may
not be necessary to resolve the details of the plume
dynamics.

In our scaling results for the dynamics of the rim
current (width, instability length, and timescales, etc.),
the essential ingredient was the interplay of f,;x and
the rotational timescale. This suggests that it is impor-
tant to reproduce the mixing timescale /,,;, in a plume
parameterization scheme to model those large-scale
convection effects quantitatively. For a diffusive-type
parameterization, where the relation between mixing
depth and time is # ~ V#x K¢, this can be achieved by
inserting zmix from (9) and H to obtain an “effective”
diffusivity of

K, ~ (2w) 'HBY2f-1/2, (17)

This diffusivity should be “switched on’ in a model
when convection forced by surface fluxes results in a
statically unstable water column. Some tuning of the
constant of proportionality would be necessary by
comparison of hydrostatic and nonhydrostatic models.
A diffusive-type parameterization may not, however,
be as appropriate as an adjustment/entrainment
scheme that advances vertically with the above time-

scale because in the latter the vertical advance is linear
in time (as with plumes advancing vertically at a speed
Uor), while the use of a diffusivity implies a ¢!/2 time
dependence.

¢. Detecting convection in vorticity measurements

Since (localized) sinking of water should generate
relative vorticity, there has been hope that vorticity
measurements can be used to observe and possibly
quantify convection processes in the ocean. This may
be true on the plume scale, where we observe (at least
in the models) vorticity signatures exceeding the plan-
etary vorticity. If there is also mean vorticity generation
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FIG. 11. Relative vorticity at a depth of 10 m integrated over ovals
(their cooling shape) of radius of 0-300 km, for days 0-120, of the
MZEDOC simulation by Madec et al. (1991). Contour interval is 2000
m?sL,
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on the large scale, this may be detectable, for example,
with an acoustic tomography array arranged around
or within the convection region, as employed in an
experiment carried out in winter 1992/93 in the
MEDOC region (The THETIS Group 1994).

We have shown above that one must expect vorticity
to be concentrated in the rather narrow, sinuous band
of the rim current that is meandering in space and
time. If that were the case, it would be difficult to detect
a circulation signal with a tomography array since the
sound would have to travel much of its path within
this band. If the sound path was too much within or
outside the convection patch, one would not expect a
robust vorticity signal based on the ideas presented
here. No vorticity estimates from the above experiment
are available to date, but they are awaited with interest.

It should be noted, however, that relative vorticity
must be generated on a longer timescale as a conse-
quence of the slow slumping of heavy water to the bot-
tom and of the spreading of vorticity by the instability
eddies and cones. However, in the small periodic model
domain used here and in JM the horizontally averaged
vorticity must remain zero at each level.

6. Discussion and summary

We have demonstrated using both physical argu-
ments and model simulations that the convective ac-
tivity in the interior of an open-ocean cooling region
does not generate significant systematic vertical motion.
Vorticity constraints on the large scale imply that the
mean w would have to be much less than 0.01 cm s™*,
insignificant for deep-water formation rates and not
even measurable with modern instrumentation. Even
if w reached this upper limit, sheared flows of 0.5 m s™!
would result over a patch of 100-km size and would
have a large signature in the density field associated
with it. These conclusions are independent of the de-
tailed plume properties and dynamics. .

We suggest that for cooling events that are not too
long compared to breakup timescales, the additional
volume of new deep water formed is given merely by
that of the mixed chimney above the climatological
level of the deep water. This idea is, in fact, not new:
Sankey (1973) estimated the amount of deep-water
formation by this method. Using numbers for typical
Mediterranean conditions—an area of 100 km squared
and taking the upper 1000 m for the depth occupied
by additional dense water—we arrive at a volume of
10" m® per event. With only one event per year, we
obtain an average of 0.3 Sv over the year, which is the
currently accepted value for the Mediterranean deep-
water formation rate. The length (if shorter than fyreaxup)
and strength of the event will not affect the amount of
deep water formed; rather it will modify the temper-
ature of the deep water generated somewhat. Its main
properties are set, however, by the mixture of water
types and the amount and nature of the cooling during
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preconditioning. We may, thus, expect year-to-year
variations in the properties of the deep water formed.

If the gross dynamical and water mass modification
effect of the plumes is indeed merely achieved by ver-
tical mixing, it should be possible to parameterize the
process in numerical models. Qualitative comparison
of the plume-resolving JM model with the hydrostatic
model by Madec et al. (1991) supported this propo-
sition. For quantitative agreement, we have argued that
it may be important to use a mixing parameterization
or vertical adjustment scheme, which contains the
timescale f.,x, or preferably a vertical “mixing speed”
that corresponds to the advance rate of the plume Wyjyme
~ u,,;. Furthermore, we have suggested how one may
modify existing mixing schemes by making the diffu-
sivity depend in a particular way on B, H, and f. Such
a diffusivity would be “turned on” in a model when
the columns become statically unstable and R} is
small. For the reference case in JM (f= 10"%s"!, B
=3.6X%X1077,i.e., 800 W m~2, H = 2000 m) we obtain
almix ~ 18.5% and, thus, a K, ~ 20 m? s~!. Some finer
tuning would certainly have to be required, guided by
numerical experiments, to achieve optimal agreement
with plume-resolving models. We wish to emphasize
that this (or an appropriately modified adjustment
scheme) is only the very simplest parameterization that
would be broadly consistent with our observations and
scalings.

Breakup of the convection patch by instability of the
rim current forms isolated cones that can carry the
dense water formed away from the convection region.
This was found to be an important (horizontal) ex-
change process. In the case of continued cooling, it
could balance the cooling applied in the convection
region and lead to a steady state in which the density
of the water in the chimney no longer continued to -
increase (see also Legg and Marshall 1993). Thus,
greater volumes of water are processed by the chimney
through the action of the cones. Since these geostrophic
eddy processes are difficult to parameterize, models

_containing convection processes should attempt to re-

solve them. The newly formed water in those spinning
cones is likely to eventually slump to its neutrally
buoyant level. The first stage of this sltumping is prob-
ably the recapping by stratified water moving in side-
ways, as observed by Schott and Leaman (1991). These
isolated blobs of new water should, thus, be indenti-
fiable for some length of time after the convection, but
eventually, perhaps over a number of years, they must
become mixed into the deep pool of water.

Based only on the external parameters B, f, and H,
we have derived scaling laws for all the large-scale
properties of the convection region using physical bal-
ances instead of merely dimensional analysis. Key
properties of the chimney are the rim current width
and strength, the instability length and timescale, and
the cone scale. There is generally good support for these



May 1995

relations from the numerical model described in JM.
Observational support is harder to obtain, but typical
rim currents appear to be of 10 cm s~! (Schott et al.
1994), as expected from the scaling. An important ele-
ment in the derivations was the use of the overturning
timescale 7,,;x, which measures the number of rotational
adjustments possible during that time. The success of
the scaling suggests the relevance of this timescale. An
interesting result was the emergence of two separate
spatial scales, which suggested the possibility of eddy
merger to form larger cones. This was observed in the
model and, apparently, also in laboratory experiments,
as noted by Maxworthy and Narimousa (1994).

The sketch in Fig. 12 summarizes the various stages
and length scales that have emerged from our analysis.
Initially, ¢ < 2af, plumes comprising the convection
chimney vertically mix the water column with com-
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pensating upward motion between them (solid arrows).
Within an inertial period (¢ = 27/ f') continuous geo-
strophic adjustment resulting from the increasing den-
sity of the interior generates a vertical circulation cell
concentrated near the edge of the chimney (open ar-
rows). This results in a narrow geostrophic rim current
whose vorticity is in balance with generation through
stretching from the “slumping” motion associated with
the geostrophic adjustment. The mixing timescale 7,
for vertical overturning by the plumes limits the effect
of the repeated adjustment and, thus, limits the width
of the rim current and the associated density %radient.
After an Eady timescale, tg,ay = 6.6H(f/B)"'/?, mean-
ders of length scale Lg.y = SH V—Ef develop. These
eddies may form cones of size 2L;n = 2H/ VR_Z,
(through a merging process) and break up the patch
at fyrcakup =~ 2lpagy. The heavy water in these cones,

convective overturning (t<2%/f)

9'patch

instability {(tetgag,)

sinking and spreading (t>?)

rotational adjustment (tz2w/f)

breakup (t>t preakup)

FiG. 12. Summary sketch of the various stages and properties
of the convection process discussed in the text.
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which may propagate away from the formation site,
eventually slumps down to its neutrally buoyant level,
thus adding extra volume to the deep-water pool.

All the scaling laws and most model runs assumed
unstratified conditions. For weakly stratified condi-
tions, only one example was shown, which gave very
similar results in terms of vertical velocity, vorticity,
and rim-current strength. This suggests that the derived
relations still apply for weakly stratified cases (N < f).
Further study is under way to understand the integral
effects of convection in a stratified ocean when N is
much greater than /. The most important qualitative
effect of stratification may be to confine the actual con-
vection region by setting a preconditioning scale. The
size of the convection region and, thus, the deep-water
formation rate will be set less by the spatial scale of the
atmospheric cooling than by the area where the strat-
ification allows a break through of the convection.
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